
Master Internships on Deep Learning Side-Channel Security

Number of openings: 2/3
Start date: Flexible, anytime from March/April 2025.
Duration: 5-6 months.

Scientific context
After more than 20 years of research, Side-Channel Analysis (SCA) attacks are still one of the most
critical vulnerabilities in embedded systems. By looking for correlations between processed data and
physical, observable side effects of computing like power consumption, Electromagnetic (EM) ema-
nations, or timing, SCA attacks have been traditionally directed to retrieve cryptographic keys from
ciphers like AES. However, the increasing adoption of Machine and Deep Learning (ML, DL) is mak-
ing Artificial Intelligence (AI) a new target. As these systems increasingly deal with sensitive data
and control critical infrastructures and new vulnerabilities are reported, the hardware/software
security of ML/DL systems is emerging as a key cybersecurity concern to build trustworthy AI-
based systems [1, 2]. SCA attacks to DNN implementations enable the recovery of secret assets
like models’ structure, parameters, and private data inputs, which jeopardizes privacy and enables
counterfeiting by reverse-engineering of models [3, 4] and the structure and dataflow scheduling of en-
crypted IP hardware accelerators [5]. Such side-channel-assisted information can also help adversaries
fool systems more easily toward misclassifications. We are interested in both local SCA attacks to
edge devices, highly exposed to attackers [6–9], and remote SCA attacks to cloud FPGAs [10, 11].

The traditional target of SCA has been a cryptographic key, so certain assumptions about the
system runtime properties have usually been given for granted. One such assumption is that the system
operates free of errors. However, to save energy, a new computing paradigm called Approximate
Computing (AxC) aims at exploiting the tolerance to errors of certain applications by trading-off
quality of results (e.g., precision or accuracy) with reduced usage of computational resources (energy,
hardware, time), to allow building faster and less power-hungry computing systems. AxC techniques
can be applied at different levels, from circuits all the way up to applications [12, 13]. Examples
include (1) undervolting (reducing the power supply level even beyond the recommended margins of
manufacturers), (2) approximate circuits, storage and memory, (3) software-level approximations like
skipping computations through loop perforation.

Objectives of the internships
These internships are framed in the ANR JCJC project ATTILA1 (2021–2025, young in-
vestigators grant from the French national research agency). The objectives are to investigate the
side-channel vulnerabilities of DL systems and to design secure implementations against
SCA attacks. The focus is either on SW implementations in microcontrollers or in HW accelera-
tors in heterogeneous reconfigurable platforms (MPSoC-FPGAs). An initial step is the replication
of existing attack/s from the literature, either to retrieve the model/architecture (hyperparameters),
the parameters (weights, activation function), or the inputs. Although the focus is on physical side-
channel vulnerabilities exploiting power consumption or EM emanations, the objectives can be adapted
to explore other side-channel vulnerabilities, too. As the internship advances, different directions are
possible and will be discussed with the students according also to their interests. The main ideas to
explore revolve around:

1ATTILA: https://rsalvador.org/projects/ATTILA/

https://rsalvador.org/projects/ATTILA/


• DNN implementations using AxC techniques. Extend our current workflow and setup
to implement DNN models in microcontrollers or FPGAs using AxC techniques and exploring
frameworks like TinyML.

• Evaluation of DNN side-channel security. tudy the literature on standard side-channel
evaluation methodologies and metrics (TVLA, SNR, etc...), and assess their adequacy in the
context of DNN side-channel vulnerabilities.

• Impact of DNN configurations and AxC techniques. Study how different configurations,
parameters and DNN implementations can affect the observable side channels. These can include:

– Exact vs. AxC implementations at software or hardware level
– Compiler optimizations
– Microarchitectural features (cache configuration, multiple instruction issue, etc.)

• Implementation and evaluation of countermeasures. Study the existing countermeasures
from the literature, implement and evaluate one of them, and/or study new approaches.

The position offers a clear path to complete a PhD in an important emerging field and the
chance to set up and develop their own research agenda to postdoc candidates.

Candidates profile
We welcome candidates with different backgrounds and interests, e.g., on hardware and
architecture (FPGAs, hardware security, secure accelerators and microarchitecture, microcontrollers)
or on computer science/mathematics (side-channel analysis, cryptanalysis, artificial intelligence).

Master 1 or 2 students (or 4th/5th year Engineering) in Computer/Electrical Engineering,
Embedded Systems, Electronics/Microelectronics or Computer Science. You should have a strong
background in at least one of the following topics:

• Side-channel attacks, side-channel analysis and evaluation methodologies, cryptanalysis
• Other HW/SW security background
• Design for FPGAs and hands-on experience in prototyping and implementations
• HW or SW implementations of DNNs (FPGAs, microcontrollers, other accelerators/systems)
• ML/AI frameworks (TinyML, PyTorch, TensorFlow, TFLite...)

Other interesting skills to have:
• Programming in C/C++/Python
• Use of Linux/Git as development environment
• Good use of laboratory instruments (oscilloscopes, power supplies, etc.)

You can speak, write, and read English at a professional level (french language is not required).

Position details
Stipend: according to regulations, between 650-700 €/month

Supervisors
You will integrate the SUSHI team of IRISA/Inria in Rennes. We are part of a larger collaborative
environment with researchers in Rennes and Lorient working on DL hardware/software security, so
you will also work with members from the ASIC team of IETR and SHAKER of Lab-STICC.
Contacts of main supervisors:

• Dr. Rubén Salvador: ruben.salvador@inria.fr
• Dr. Lorenzo Casalino: lorenzo.casalino@centralesupelec.fr

https://team.inria.fr/sushi/
https://www.irisa.fr/en
https://www.inria.fr/en
https://www.ietr.fr/en/asic-architecture-systems-infrastructure-and-electronics-team
https://www.ietr.fr/
https://labsticc.fr/fr/equipes/shaker
https://labsticc.fr/fr
https://rsalvador.org
mailto:ruben.salvador@inria.fr
https://doktorc.github.io/
mailto:lorenzo.casalino@centralesupelec.fr


How to apply
Please send us an email with the following information:

• Your CV
• Your Bachelor/Master transcripts (important to know your background)
• A motivational letter
• Any additional document/report or link to repositories that you can think can prove your expe-

rience
Application deadline: End of April 2025. Interviews will start as applications arrive so that the
candidates might be selected before the deadline.

Please do not hesitate to contact us for further details and information.
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